
–

–

decisions are embodied in a product’s components, their relationship to each other and to 
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number of well-known ranking algorithms, such as betweenness centrality (BC), closeness 
centrality (CC), and eigenvector centrality (EC) for this purpose (Landherr , 2010). 
Each ranking algorithm takes a different approach to determining the criticality of a 
component, capturing different network characteristics and thus resulting in different 
ranking orders (Lu , 2016). For example, BC and CC are path-based centrality 
measures whereas EC is an iterative refinement centrality algorithm.  BC ranks highly 
those components that are frequently located on as many of the shortest path between pairs 
of other components within a network; CC favors components that are closest to most of 
the other components in a network; and EC favors components if they are well-connected 
to other highly ranked components within a network. Due to their specific and narrow focus 
(supported by the results of our analysis presented later in the paper), however, no single 
measure was effective at identifying those elements within a product architecture that 
experts considered significant.  

Consequently, we have developed a Discrete-time Markov chain (MC) based  ranking 
algorithm that has a broader focus and more comprehensive approach to identifying 
important elements of complex networks. MC, gives more weight to components that have 
a high indegree, are connected to other components with high indegree, and frequently lie 
on the shortest paths between other components within the system. As such it detects 
components that have greater structural significance and, therefore, greater risk of 
propagating their changes and faults to other parts of the system. 

MC creates a dependency network model by analyzing dependencies of a component of a 
system (for instance, from a dependency structure model) and treats the resulting network 
as a discrete-time Markov chain (DTMC), a concept used for stochastic modeling of 
complex systems (Srinivasan & Azadmanesh, 2007) that has been applied extensively to 
different areas of complex systems development (Davis 2018, Puterman 2005, Prowell 
2005, Gomez  2010). Within a DTMC, every component has a weight that is 
propagated to its neighbors along its outgoing edges. Initially, all components are assigned 
equal weights. Once a component receives the weights from all its neighbors along the 
incoming edges it updates its weight. If the propagation of weights is performed over and 
over again in multiple rounds, then after several rounds the component graph will attain a 
stationary-convergence. Once the final weight of each component in the component graph 
is determined, MC ranks the components in the decreasing order of their weight  a 
component having higher weight than other components is ranked higher thus determining 
the relative significance of the different components within the system under study.  
Detailed description of the MC  algorithm can be found in Srinivasan  (2017). 

The rest of the paper is organized as follows. In section 2, current studies relevant to 
analysis of dependency network models and ranking of important elements within a 
dependency network model are reviewed. Section 3 describes the ranking of components 
by the different ranking algorithms using a simple dependency network model as an 
example. Section 4 compares the merits of the different ranking algorithms using various 
product architecture case studies explored in detail in Eppinger and Browning (2012) 
discussing the implications of each algorithm for ranking components. Finally, Section 5 
concludes this study.  



sures have been shown effective at identifying a network’s most 





4 Comparative Analysis 

Ranking Components Description 
System Description

Rationale behind ranking its components



For statistical analysis, we employed two nonparametric ranking correlations, Spearman’s 
Rho and Kendall’s Tau



(α=0.01). 

three other systems, namely, Pratt & Whitney’s commercial 
aircraft jet engine, Xerox’s digital printing system, and Kodak’s single use camera, using 

Spearman’s Rho and Kendall’s statistic thus indicating that the null hypothesis can be 

correlation coefficients were relatively less when compared to MC, indicating that MC’s 

all but Xerox’s digital prinitng system for which EC recorded better performance. Table 3 
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